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Simple recurrent networks (SRNs) were introduced
by Elman (1990) in order to model temporal struc-
tures in general and sequential structure in language in
particular. More recently, SRN-based language mod-
els have become practical to train on large datasets
and shown to outperform n-gram language models for
speech recognition (Mikolov et al., 2010). In a paral-
lel development, word embeddings induced using feed-
forward neural networks have proved to provide ex-
pressive and informative features for many language
processing tasks (Collobert et al., 2011; Socher et al.,
2012).

The majority of representations of text used in com-
putational linguistics are based on words as the small-
est units. Words are not always the most appropriate
atomic unit: this is the case for languages where or-
thographic words correspond to whole English phrases
or sentences. It is equally the case when the text anal-
ysis task needs to be performed at character level: for
example when segmenting text into tokens or when
normalizing corrupted text into its canonical form.

In this work we propose a mechanism to learn
character-level representations of text. Our represen-
tations are low-dimensional real-valued embeddings
which form an abstraction over the character string
prior to each position in a stream of characters. They
correspond to the activation of the hidden layer in
a simple recurrent neural network. The network is
trained as a language model: it is sequentially pre-
sented with each character in a string (encoded us-
ing a one-hot vector) and learns to predict the next
character in the sequence. The representation of his-
tory is stored in a limited number of hidden units (we
use 400), which forces the network to create a com-
pressed and abstract representation rather than mem-
orize verbatim strings. After training the network on
large amounts on unlabeled text, it can be run on un-
seen character sequences, and activations of its hidden
layer units can be recorded at each position and used
as features in a supervised learning model.

We use these representation as input features (in ad-
dition to character n-grams) for text analysis tasks:
learning to detect and label programming language
code samples embedded in natural language text
(Chrupa la, 2013), learning to segment text into words
and sentences (Evang et al., 2013) and learning to
translate non-canonical user generated contents into
a normalized form (Chrupa la, 2014). For all tasks and
languages we obtain consistent performance boosts in
comparison with using only character n-gram features,
with relative error reductions ranging from around
12% for English tweet normalization to around 85%
for Dutch word and sentence segmentation.
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