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Learning Words

• How children learn the meaning of words?
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Cross-situational Learning:
Using Co-occurrence Statistics
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Syntactic Bootstrapping: 
Using Sentential Context
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Syntactic Bootstrapping: 
Using Sentential Context
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Main Questions

• How can these two mechanisms be integrated into a 
unified model of word learning?
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Main Questions

• How can these two mechanisms be integrated into a 
unified model of word learning?

• What is the origin and onset of syntactic bootstrapping?
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Word Learning Model

Word-
Meaning 

Association

doggy is 
playing with a frisbee

Modeling of Cross-situational Word Learning



• For every new pair of scene and utterance, 

1. Alignment: use previously learned meaning associations to align 
each word in utterance with each meaning element from the scene

2. Update: use these alignments to update the probabilistic 
associations between a word and its meaning elements

Cross-situational Learning [Fazly et al. 2010]
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Abstract

It has been suggested that children learn the meanings
of words by observing the regularities across di�erent
situations in which a word is used. However, experi-
mental studies show that children are also sensitive to
the syntactic properties of words and their context at
a young age, and can use this information to find the
correct referent for novel words. We present a unified
computational model of word learning which integrates
cross-situational evidence with the accumulated seman-
tic properties of the lexical categories of words. Our
experimental results show that using lexical categories
can improve performance in learning, particularly for
novel or low-frequency words in ambiguous situations.

For every input pair (Uttr(t), Scn(t)) at time t:

⇥w � Uttr(t), ⇥f � Scn(t) :

Uttr(t)

Scn(t)

a(w |f , Uttr(t)) = p(t�1)(f |w)X

wk2Uttr(t)

p(t�1)(f |wk )
(1)

ac(w|f, Uttr(t)) =
p(t�1)(f |cat(w))X

wk2Uttr(t)

p(t�1)(f |cat(wk))
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joe quickly eat a red handapplebig

Joe happily eating an apple

Figure 2: Sample alignments between words in an utterance, and meaning elements in the corresponding
scene representation. Thickness of a line indicates the strength of the established alignment; dashed lines
represent very weak alignments. For readability, only a subset of the alignments are shown.

merely by cross-situational analysis (e.g., ‘buying’ and ‘selling’ almost always happen at the same
time). Future work will need to integrate these information sources into the model.

2.2 Overview of the Learning Algorithm

We define word meaning as a probabilistic association between a word form and a concept. These as-
sociations (or word meanings) are learned based on a probabilistic interpretation of cross-situational
learning. Experimental data on children suggest that they are sensitive to cross-situational statis-
tics, and that they use such information in word learning (Forbes and Farrar, 1995; Smith and Yu,
2007).

We attempt to find the best mapping between each word and each meaning element from a
sequence of utterance–scene pairs similar to the pair presented in Fig. 1 on page 7. We view this
task as analogous to learning a bilingual word-list that contains the equivalences between words
in two different languages. The word learning algorithm we propose here is thus an adaptation of
an existing model for automatic translation between two languages: the IBM Translation Model
1, originally proposed by Brown et al. (1993). Unlike the original model (and the version used by
Yu 2005 as a computational model of word learning), our adaptation is incremental and does not
require an iterative batch process over an entire set of input pairs.

The model maintains a meaning representation for each word as a probability distribution over
all of the possible meaning elements. We refer to this distribution as the meaning probability of
the word, and refer to the probability of an individual meaning element in this distribution as
the meaning probability of that element for the word. In the absence of any prior knowledge, all
meaning elements are equally likely to be the meaning of a word. Hence, prior to receiving any
usages of a given word, the model assumes a uniform distribution over meaning elements as its
meaning. The input pairs are processed one by one, and discarded after being processed. After
processing each input pair, the meaning probabilities for all the words in the current utterance are
updated.

As the first step in processing an input pair, the meaning/referent of each word in the utterance
must be determined from the corresponding scene — that is, words in the utterance must be aligned
with the meaning elements in the scene. Our model does so through calculating an alignment
probability for each word in an utterance and each meaning element in the corresponding scene.
Fig. 2 depicts some hypothetical alignments established between words and meaning elements in
the utterance–scene pair of Fig. 1. Each alignment between a word and a meaning symbol is shown
as a line whose thickness indicates the strength of the alignment (i.e., the value of the alignment
probability).
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Utterance Scene

shall we find you a ball {shall, we, find, you, a, ball, oh, here, be}
with a ball {with, a, ball, that, be, right}
the ball there {the, ball, there, and, what, about, boat}
get your other ball under there look {get, your, other, under, there, look, cooker}
the ball what {the, ball, what, touch, it}
do you kick the ball {do, you, kick, the, ball, what, else}
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Figure 4: A trace over time of the meaning probability distribution for the word ball.

3 Details of the Probabilistic Model

3.1 Utterance–Scene Input Pairs

The input to our word learning model consists of a sequence of utterance–scene pairs that link a
scene representation (what the child perceives or conceptualizes) to the utterance that describes it
(what the child hears). We represent each utterance as a set of words, and the corresponding scene
as a set of meaning symbols, as in:

1. U(t) : Joe is quickly rolling a ball

S(t) : {joe, happy, roll, a, red, ball, hand, mommy, talk}

where the superscript t stands for the time at which the current input pair is received — that
is, t uniquely identifies the current input pair. U(t) stands for the current utterance, and S(t) for
the current scene. The above pair represents a situation where a child hears the utterance Joe is
quickly rolling a ball, while perceiving that “Joe is happily rolling a red ball with his hand while
talking to his mom.” (Note that the word quickly has no correct meaning element in the scene
representation [noise], and there are a number of meaning elements that do not correspond to
words in the utterance [referential uncertainty].) Section 4 provides details on how the utterances
and the corresponding meaning symbols are selected to form the input pairs.
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Figure 4: A trace over time of the meaning probability distribution for the word ball.

3 Details of the Probabilistic Model

3.1 Utterance–Scene Input Pairs

The input to our word learning model consists of a sequence of utterance–scene pairs that link a
scene representation (what the child perceives or conceptualizes) to the utterance that describes it
(what the child hears). We represent each utterance as a set of words, and the corresponding scene
as a set of meaning symbols, as in:

1. U(t) : Joe is quickly rolling a ball

S(t) : {joe, happy, roll, a, red, ball, hand, mommy, talk}

where the superscript t stands for the time at which the current input pair is received — that
is, t uniquely identifies the current input pair. U(t) stands for the current utterance, and S(t) for
the current scene. The above pair represents a situation where a child hears the utterance Joe is
quickly rolling a ball, while perceiving that “Joe is happily rolling a red ball with his hand while
talking to his mom.” (Note that the word quickly has no correct meaning element in the scene
representation [noise], and there are a number of meaning elements that do not correspond to
words in the utterance [referential uncertainty].) Section 4 provides details on how the utterances
and the corresponding meaning symbols are selected to form the input pairs.
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joe quickly eat a red handapplebig

Joe happily eating an apple

Figure 2: Sample alignments between words in an utterance, and meaning elements in the corresponding
scene representation. Thickness of a line indicates the strength of the established alignment; dashed lines
represent very weak alignments. For readability, only a subset of the alignments are shown.

merely by cross-situational analysis (e.g., ‘buying’ and ‘selling’ almost always happen at the same
time). Future work will need to integrate these information sources into the model.

2.2 Overview of the Learning Algorithm

We define word meaning as a probabilistic association between a word form and a concept. These as-
sociations (or word meanings) are learned based on a probabilistic interpretation of cross-situational
learning. Experimental data on children suggest that they are sensitive to cross-situational statis-
tics, and that they use such information in word learning (Forbes and Farrar, 1995; Smith and Yu,
2007).

We attempt to find the best mapping between each word and each meaning element from a
sequence of utterance–scene pairs similar to the pair presented in Fig. 1 on page 7. We view this
task as analogous to learning a bilingual word-list that contains the equivalences between words
in two different languages. The word learning algorithm we propose here is thus an adaptation of
an existing model for automatic translation between two languages: the IBM Translation Model
1, originally proposed by Brown et al. (1993). Unlike the original model (and the version used by
Yu 2005 as a computational model of word learning), our adaptation is incremental and does not
require an iterative batch process over an entire set of input pairs.

The model maintains a meaning representation for each word as a probability distribution over
all of the possible meaning elements. We refer to this distribution as the meaning probability of
the word, and refer to the probability of an individual meaning element in this distribution as
the meaning probability of that element for the word. In the absence of any prior knowledge, all
meaning elements are equally likely to be the meaning of a word. Hence, prior to receiving any
usages of a given word, the model assumes a uniform distribution over meaning elements as its
meaning. The input pairs are processed one by one, and discarded after being processed. After
processing each input pair, the meaning probabilities for all the words in the current utterance are
updated.

As the first step in processing an input pair, the meaning/referent of each word in the utterance
must be determined from the corresponding scene — that is, words in the utterance must be aligned
with the meaning elements in the scene. Our model does so through calculating an alignment
probability for each word in an utterance and each meaning element in the corresponding scene.
Fig. 2 depicts some hypothetical alignments established between words and meaning elements in
the utterance–scene pair of Fig. 1. Each alignment between a word and a meaning symbol is shown
as a line whose thickness indicates the strength of the alignment (i.e., the value of the alignment
probability).
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Figure 4: A trace over time of the meaning probability distribution for the word ball.

3 Details of the Probabilistic Model

3.1 Utterance–Scene Input Pairs

The input to our word learning model consists of a sequence of utterance–scene pairs that link a
scene representation (what the child perceives or conceptualizes) to the utterance that describes it
(what the child hears). We represent each utterance as a set of words, and the corresponding scene
as a set of meaning symbols, as in:

1. U(t) : Joe is quickly rolling a ball

S(t) : {joe, happy, roll, a, red, ball, hand, mommy, talk}

where the superscript t stands for the time at which the current input pair is received — that
is, t uniquely identifies the current input pair. U(t) stands for the current utterance, and S(t) for
the current scene. The above pair represents a situation where a child hears the utterance Joe is
quickly rolling a ball, while perceiving that “Joe is happily rolling a red ball with his hand while
talking to his mom.” (Note that the word quickly has no correct meaning element in the scene
representation [noise], and there are a number of meaning elements that do not correspond to
words in the utterance [referential uncertainty].) Section 4 provides details on how the utterances
and the corresponding meaning symbols are selected to form the input pairs.
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joe quickly eat a red handapplebig

Joe happily eating an apple

Figure 2: Sample alignments between words in an utterance, and meaning elements in the corresponding
scene representation. Thickness of a line indicates the strength of the established alignment; dashed lines
represent very weak alignments. For readability, only a subset of the alignments are shown.

merely by cross-situational analysis (e.g., ‘buying’ and ‘selling’ almost always happen at the same
time). Future work will need to integrate these information sources into the model.

2.2 Overview of the Learning Algorithm

We define word meaning as a probabilistic association between a word form and a concept. These as-
sociations (or word meanings) are learned based on a probabilistic interpretation of cross-situational
learning. Experimental data on children suggest that they are sensitive to cross-situational statis-
tics, and that they use such information in word learning (Forbes and Farrar, 1995; Smith and Yu,
2007).

We attempt to find the best mapping between each word and each meaning element from a
sequence of utterance–scene pairs similar to the pair presented in Fig. 1 on page 7. We view this
task as analogous to learning a bilingual word-list that contains the equivalences between words
in two different languages. The word learning algorithm we propose here is thus an adaptation of
an existing model for automatic translation between two languages: the IBM Translation Model
1, originally proposed by Brown et al. (1993). Unlike the original model (and the version used by
Yu 2005 as a computational model of word learning), our adaptation is incremental and does not
require an iterative batch process over an entire set of input pairs.

The model maintains a meaning representation for each word as a probability distribution over
all of the possible meaning elements. We refer to this distribution as the meaning probability of
the word, and refer to the probability of an individual meaning element in this distribution as
the meaning probability of that element for the word. In the absence of any prior knowledge, all
meaning elements are equally likely to be the meaning of a word. Hence, prior to receiving any
usages of a given word, the model assumes a uniform distribution over meaning elements as its
meaning. The input pairs are processed one by one, and discarded after being processed. After
processing each input pair, the meaning probabilities for all the words in the current utterance are
updated.

As the first step in processing an input pair, the meaning/referent of each word in the utterance
must be determined from the corresponding scene — that is, words in the utterance must be aligned
with the meaning elements in the scene. Our model does so through calculating an alignment
probability for each word in an utterance and each meaning element in the corresponding scene.
Fig. 2 depicts some hypothetical alignments established between words and meaning elements in
the utterance–scene pair of Fig. 1. Each alignment between a word and a meaning symbol is shown
as a line whose thickness indicates the strength of the alignment (i.e., the value of the alignment
probability).
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correct referent for novel words. We present a unified
computational model of word learning which integrates
cross-situational evidence with the accumulated seman-
tic properties of the lexical categories of words. Our
experimental results show that using lexical categories
can improve performance in learning, particularly for
novel or low-frequency words in ambiguous situations.

For every input pair (Uttr(t), Scn(t)) at time t:

⇤w ⇥ Uttr(t), ⇤f ⇥ Scn(t) :

Uttr(t)

Scn(t)

a(w |f , Uttr(t)) = p(t�1)(f |w)X

wk⇥Uttr(t)

p(t�1)(f |wk )
(1)

ac(w|f, Uttr(t)) =
p(t�1)(f |cat(w))X

wk⇥Uttr(t)

p(t�1)(f |cat(wk))

weight(w) =
freq(w)

freq(w) + 1

a(w|f, U(t)) = weight(w) · aw(w|f, U(t))

+ (1� weight(w)) · ac(w|f, U(t))

assoc(t)(w, f) = assoc(t�1)(w, f) (2)

+a(w|f,Uttr(t))

p(t)(f |w) = assoc(t)(f, w)X

fj⇥F
assoc(t)(fj , w)

(3)
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drawing on distributional properties of their con-
text (see for example Redington et al. 1998, Clark
2000, Mintz 2003, Parisien et al. 2008, Chrupa.a
and Alishahi 2010). However, explicit accounts of
how such categories can be integrated in a cross-
situational model of word learning have been rare.
Here we adopt an online version of the model pro-
posed in Chrupa.a (2011), a method of soft word
class learning using Latent Dirichlet Allocation. The
approach is much more efficient than the commonly
used alternative (Brown clustering, (Brown et al.
1992)) while at the same time matching or outper-
forming it when the word classes are used as au-
tomatically learned features for supervised learning
of various language understanding tasks. Here we
adopt this model as our approach to learning lexical
categories.

In Section 3.1 we describe the LDA model for
word classes; in Section 3.2 we discuss the online
Gibbs sampler we use for inference.

3.1 Word class learning with LDA

Latent Dirichlet Allocation (LDA) was introduced
by Blei et al. (2003) and is most commonly used
for modeling the topic structure in document collec-
tions. It is a generative, probabilistic hierarchical
Bayesian model that induces a set of latent variables,
which correspond to the topics. The topics them-
selves are multinomial distributions over words.

The generative structure of the LDA model is the
following:

⌅k � Dirichlet(⇥), k ⇥ [1,K]

⇤d � Dirichlet(�), d ⇥ [1, D]

znd � Categorical(⇤d), nd ⇥ [1, Nd]

wnd � Categorical(⌅znd
), nd ⇥ [1, Nd]

(4)

Chrupa.a (2011) reinterprets the LDA model in
terms of word classes as follows: K is the number
of classes, D is the number of unique word types,
Nd is the number of context features (such as right or
left neighbor) associated with word type d, znd is the
class of word type d in the nth

d context, and wnd is the
nth
d context feature of word type d. Hyperparameters

� and ⇥ control the sparseness of the vectors ⇤d and
⌅k.

Wordtype Features
How doR
do HowL youR youL
you doL doR

Table 1: Matrix of context features

1.8M words (CHILDES) 100M words (BNC)
train car can will
give bring June March
shoes clothes man woman
book hole black white
monkey rabbit business language

Table 2: Most similar word pairs

As an example consider the small corpus consist-
ing of the single sentence How do you do. The rows
in Table 1 show the features w1 . . . wNd for each
word type d if we use each word’s left and right
neighbors as features, and subscript words with L

and R to indicate left and right.
After inference, the ⇤d parameters correspond to

word class probability distributions given a word
type while the ⌅k correspond to feature distributions
given a word class: the model provides a probabilis-
tic representation for word types independently of
their context, and also for contexts independently of
the word type.

Probabilistic, soft word classes are more expres-
sive than hard categories. First, they make it
easy and efficient to express shared ambiguities:
Chrupa.a (2011) gives an example of words used
as either first names or surnames, and this shared
ambiguity is reflected in the similarity of their word
class distributions. Second, with soft word classes it
becomes easy to express graded similarity between
words: as an example, Table 2 shows a random se-
lection out of the 100 most similar word pairs ac-
cording to the Jensen-Shannon divergence between
their word class distributions, according to a word
class model with 25 classes induced from (i) 1.8 mil-
lion words of the CHILDES corpus or (ii) 100 mil-
lion word of the BNC corpus. The similarities were
measured between each of the 1000 most frequent
CHILDES or BNC words.
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Input Data

• A sample input item:

15

Utterance: { mommy, ate, broccoli }
Scene: { ANIMATE, HUMAN, ...,

CONSUMPTION, ACTION, ...
BROCCOLI, VEGETABLE, ...
PLATE, OBJECT, ... }

Figure 4: A sample input item to the word learning model

scene are shown in Fig. 4.

As mentioned before, many words in our input corpus are ambiguous with regard to syn-

tactic category. For such words, we extract different sets of features depending on their POS

tag and keep them in the lexicon (e.g. the lexicon contains two different entries for set:N and

set:V). When constructing a scene representation for an utterance which contains an ambiguous

word, we choose the correct sense from our lexicon according to the word’s part of speech tag

in the corpus.

4 Experiments

In this section we report on a series of experiments investigating the impact of lexical categories

on word learning. The first set of experiments simulate the developmental trajectory of the word

learning model over time, on two corpora: Manchester and Pearl-Sprouse (see Section 3.1).

In the following subsections, we present an in-depth analysis of the impact of word frequency,

class granularity and individual differences on the performance of the integrated model. Finally,

we use our model to simulate humans’ ability to guess the meaning of a novel word from

the sentential context it is used in (in the absence of perceptual input), a task that cannot be

performed just by using cross-situational evidence.

In all the experiments reported here, we compare word learning performance across five

different conditions:

1. No categories (NONE). This condition represents a pure cross-situational learning sce-

nario, in which we eliminate category-based alignment from the word learning model by

setting �(w) = 1 in Eqn. (5).

2. Uniformly distributed categories (UNIFORM). In this condition we use a set of uniformly

21
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Input Data

•  Child-directed utterances from each corpus 
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that is an apple

do you like apple?

do you want to give dolly an apple?

can teddy bear give penguin a kiss?

...



Input Data

• ... paired with meaning primitives extracted from WordNet

17

that is an apple

do you like apple?

do you want to give dolly an apple?

can teddy bear give penguin a kiss?

...

definite, be, edible, fruit, ...

do, person, you, desire, edible, fruit, ...

do, person, you, want, location, artifact, ...

artifact, object, teddy, animal, bear, ...

...



Input Data

• ... and subsequent primitive sets combined to simulate 
referential uncertainty:
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Automatically Induced Categories
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➡ Categories significantly improve word learning performance

➡ LDA-based categories are comparable to manually-
annotated, “gold” POS categories
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Guessing Meaning from Context
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Guessing Meaning from Context

20

-2 -1 0 1 2

I ate zag for lunch

Categorize

-2 -1 0 1 2
... ... ... ... ...

Cw

entity
object
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matter
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edible
:

I ate zag for lunch.
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Figure 11: Probabilities of semantic features for two tokens in do you want to read a book?
(input #326, Adam dataset, Pearl Sprouse corpus) from linguistic context only, using POS and
LDA categories.

meanings. Previous models have shown that lexical categories can be learned from unanno-

tated text, mainly drawing on distributional properties of words. Independently, various com-

putational models have exploited cross-situational evidence in learning the correct mappings

between words and meanings. In this section we situate our work in the context of previous

computational studies of word learning and word class induction.

5.1 Computational Studies of Word Learning

Several computational models have studied cross-situational learning of word meaning, using

rule-based inference (Siskind 1996), neural networks (Li et al. 2004, Regier 2005, McMurrary

et al. 2012), hierarchical Bayesian and other probabilistic models (Frank et al. 2009, Yu 2005,

Fazly et al. 2010). In contrast, few computational models have explored the role of syntax

in word learning. Maurits et al. (2009) investigates the joint acquisition of word meaning and

word order using a batch model. This model is tested on an artificial language with a simple first

order predicate representation of meaning, and limited built-in possibilities for word order. The

model of Niyogi (2002) simulates the mutual bootstrapping effects of syntactic and semantic

knowledge in verb learning, that is, the use of syntax to aid in inducing the semantics of a

31
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Summary

• Syntactic information can be seamlessly integrated into 
cross-situational learning

• Appropriate categories can improve the overall word 
learning performance

• Automatically induced, data-driven categories are as 
effective as the manually-annotated POS categories
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Class Granularity
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Figure 7: Change of performance as a function of the number of LDA categories, using child-
directed data from the Adam dataset in Pearl-Sprouse corpus.

4.2.3 Individual Differences

The learning curves in Fig. 5 show a clear bootstrapping effect of lexical categories. But we

must keep in mind that these curves are averaged over data for all children in each corpus. It is

important to investigate whether such improvement is consistent across the individuals as well.

Here we look at the learning curves for each child in Manchester (Fig. 8) and in Pearl-Sprouse

(Fig. 9). As can be seen from these graphs, there are noticeable individual differences when it

comes to the level of learning. Nevertheless, the bootstrapping pattern is quite consistent across

individuals: for every child, the performance improves substantially when lexical categories

are used (i.e., conditions POS, LDA-BEST and LDA-ALL), in comparison with pure cross-

situational learning (condition NONE) or with using vacuous categories (condition UNIFORM).

Moreover, the performance in the POS and LDA-based conditions is very close, confirming

our earlier findings that data-driven categories are as informative as the manually-annotated

ones when used to guide word learning.

4.3 Guessing Word Meaning from Context

Learning the meaning of words crucially depends on the availability of a perceptual or semantic

context. But even in the absence of such a referential context (e.g., just by listening to a sen-

tence), children and adults are able to conjure up the meaning of unknown words based on the

27



Impact of Word Frequency
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Figure 6: Error (defined as 1 � MAP ) for words of various frequencies in three conditions,
using child-directed data from (a) Manchester and (b) Pearl-Sprouse corpora.

between word learning performance between the LDA-BEST, LDA-ALL and POS conditions

is very minor and not statistically significant.

4.2 Analysis of Learning Factors

4.2.1 Word Frequency

The learning curves presented in the previous section show an overall improvement when lex-

ical categories are incorporated in word learning. However, we may expect the gain from

including categories to vary for words of different frequency. Cross-situational statistics are a

powerful source of information and for words that have been seen frequently enough in the data

stream, the impact of lexical categories should be small. In contrast, for novel or low-frequency

words for which reliable cross-situational statistics are not available, we would expect that us-

ing lexical categories would improve performance more.

To investigate this hypothesis, we look at the average performance of the model on words

that fall in different frequency ranges: f = 1, f = 2, 2 < f  5, 5 < f  10 and 10 < f  50.

Fig. 6 shows the summary of the data. We defined learning error averaged over words as

1 � MAP . We then plotted the error for words within each frequency range for both corpora

in three conditions: NONE, POS, and LDA-BEST (the remaining two conditions, UNIFORM

and LDA-ALL, resemble NONE and LDA-BEST, respectively). As can be seen, the largest
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• An incremental version of the collapsed Gibbs sampler:

• Only conditioned on previous word tokens:

Automatically Induced Categories
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Concurrent Acquisition of Word

Meaning and Lexical Categories

Afra Alishahi Grzegorz Chrupała

Introduction

I Learning the meaning of words from
ambiguous and noisy context is a
challenging task for language learners.

I Children draw on cross-situational
statistics as well as syntactic cues to
constrain potential referents of words in
a complex scene.

I We model this process by integrating an
LDA-based word-class learning module
with a probabilistic word learning model.

I Incrementally induced word classes
significantly improve word learning,
comparable to manually assigned PoS
categories.

Cross-situational learning

I Each sentence paired with a simulated
scene representation, as a union of
semantic features for words in the
sentence:

Utterance: { mommy, ate, broccoli }
Scene: { ANIMATE, HUMAN, ...,

CONSUMPTION, ACTION, ...
BROCCOLI, VEGETABLE, ...
PLATE, OBJECT, ... }

I Word meaning is defined as a probability
distribution over semantic features

I Word meanings are acquired using an
incremental probabilistic alignment
algorithm

Word class induction

I Latent Dirichlet Allocation-based model:
word types correspond to documents,
context words correspond to words in
documents

I Use an incremental version of the
collapsed Gibbs sampler
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Word classes accelerate learning of meaning

I Alignment between words and semantic
features is split into word-based and
category-based components:
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I Interaction of cross-situational and
distributional evidence:
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I Computing category likelihoods from
word meanings:
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Conclusion

I Categories induced from distributional
cues improve cross-situational word
learning

I Contribution of our categories is
comparable to gold, manually assigned
PoS tags

I LDA word class induction gives soft

categories. In future work, we plan to
exploit the whole distribution over
categories for each word.
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